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XENON + LUX results

Figure 3: New result on spin-independent WIMP-nucleon scattering from XENON100.

Figure 4: XENON100 90% CL upper limits on the WIMP spin-dependent cross section on neutrons (left) and
protons (right).

WIMP field to the quark axial current and will couple to the total angular momentum of a nu-
cleus and only from nuclei with an odd number of protons or/and neutrons: in XENON100, the
isotopic abundances of 129Xe (spin-1/2) and 131Xe (spin-3/2) are 26.2% and 21.8%, respectively.
The spin dependent di�erential WIMP-nucleus cross section is a proportional of the axial-vector
structure function SA(q),6 which we took from the large-scale shell-model calculations by Menen-
dez et al.,7 that uses state-of-the-art valence shell interactions and less severe truncations of the
valence space. For the first time chiral e�ective field theory (EFT) currents to determine the
couplings of WIMPs to nucleons is also included in the calculation.8 This yield a far superior
agreement between calculated and measured spectra of the Xe nuclei, both in energy and in the
ordering of the nuclear levels, compared to older results.9,10

Constraints on the spin-dependent WIMP-nucleon cross sections are calculated using the Profile
Likelihood approach described and the same analysis selection of the spin-independent analysis.5

XENON100 was able to exclude WIMP-neutron cross section down to 3.5�10�40 cm2 at a WIMP
mass of 45 GeV/c2 and set the most stringent limits to date on spin-dependent WIMP-neutron
couplings for WIMP masses above 6 GeV/c2, see Fig.4.11

XENON100 (07/12)
LUX (09/13, 1310.8214)

XENON100 -> XENON1T (end 2014)



Direct detection: summary
The neutrino wall is approaching dangerously…

�SM SM!��(Td) = n(Td)⇥ h�viTd = H(Td)



Monochromatic signal at 130 GeV (2012/2013)

Bringmann, Huang, Ibarra, Vogl, Weniger, 1203.1312; Weniger, 1204.2797

Spectrum from Galactic Center 
 [FERMI data]

An excess at 3.7σ was observed, peaked at  

an energy of 130 GeV
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FIG. 7. Local fit significance vs. line energy in all 5 ROIs. Note that nsig was required to be non-negative. The dashed line at
the top of the plot indicates the local significance corresponding to the 2� global significance derived with the method described
in Sec. VB.
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FIG. 8. 95% CL ��� in the R16 ROI (black). Yellow (green) bands show the 68% (95%) expected containment derived from
1000 single-power-law (no DM) MC simulations. The dashed lines show the median expected limits from those simulations.

related to the lifetime (⇥�⇥) lower limits via Eq. (B6) with dN�

dE (E�) = �(E� � E⇥) and m⇤ = 2E� , which are shown
in Fig. 10.

We present the flux upper limits in all 5 ROIs and the relevant DM annihilation or decay limits explicitly in App. E.
Recall that we limited our search to energies greater than 30 GeV in R3 (see Sec. III).

The limits presented do not include systematic errors. As stated in Sec. VIB the uncertainties of the exposure
( |�E/E| < 0.16 ) and the energy dispersion modeling ( �nsig/nsig = +0.06

�0.12 ) contribute negligibly to the limits when
considered in quadrature with the statistical uncertainties. On the other hand, the inferred uncertainties of �f from
Tab. IV can become significantly larger than the statistical uncertainties at lower energies and for the larger ROIs.
In fact, the uncertainty of �f from Tab. IV equals the expected statistical uncertainty at 10 GeV (for R16 and R41),
30 GeV (for R90) and 70 GeV (for R180). Empirically, the limits presented in Figs. 9 and 10 generally lie within
the expected statistical variations, indicating that the systematic uncertainties are not dominating the statistical
uncertainties.

Last FERMI result : no confirmation of the presence of the line

Emmanuel Moulin                                          CTA meeting, Zürich  2009                 

HESS PRL 110, 041301 (2013)

   A 135 GeV gamma-ray line in Fermi-LAT data ? 

32Emmanuel Moulin


o  Fermi-LAT will collect more 

data optimized for viewing 
     the GC � Fermi Symp.2014

o  H.E.S.S. 2 has a golden 

opportunity to either 
conclusively make a statement  
or rule out the effect: first 
results by end of the year, stay 
tuned !

28 m diameter 
telescope 

28 m diameter telescope

Line cross 
section  

HESS2 perspective



Ultra High Energy neutrinos with Icecube

Clusters of galaxies (02/14)
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FIG. 2. Deposited energies of observed events with predic-
tions. The hashed region shows uncertainties on the sum of all
backgrounds. Muons (red) are computed from simulation to
overcome statistical limitations in our background measure-
ment and scaled to match the total measured background
rate. Atmospheric neutrinos and uncertainties thereon are
derived from previous measurements of both the ⇡/K and
prompt components of the atmospheric ⌫

µ

spectrum [9]. A
gap larger than the one between 400 and 1000 TeV appears
in 43% of realizations of the best-fit continuous spectrum.

above IceCube. Evidence for an accompanying cosmic
ray air shower was observed, in the IceTop surface ar-
ray and sub-threshold early hits in our veto region, for
only two southern events (28 and 32). These appear to
have been part of the remnant muon background. The
absence of detected air showers in the remainder of the
southern hemisphere events, along with their overall rate,
high energies, and the preponderance of shower events,
generically disfavors any purely atmospheric explanation
(Figs. 2, 3).

Following [11], we fit the data in arrival angle and de-
posited energy to a combination of background muons,
atmospheric neutrinos from ⇡/K decay, atmospheric neu-
trinos from charmed meson decay, and an isotropic 1:1:1
astrophysical E�2 test flux, as expected from charged
pion decays in cosmic ray accelerators [28–31]. The fit
included all those events with 60TeV < E

dep

< 3PeV,
a range in which the expected muon background is re-
duced below 1 event in the 3-year sample and impreci-
sions in modeling the muon background and threshold
region are minimized. The normalizations of all back-
ground and signal neutrino fluxes were left free in the
fit, while the penetrating muon background was con-
strained with a Gaussian prior reflecting our veto ef-
ficiency measurement. We then obtain a best-fit per-
flavor astrophysical flux (⌫ + ⌫̄) in this energy range
of E2�(E) = 0.95 ± 0.3 ⇥ 10�8 GeV cm�2 s�1 sr�1 and
background normalizations within the expected ranges.
Quoted errors are 1� uncertainties based on a profile like-
lihood scan. This model describes the data well, with

FIG. 3. Arrival angles of events with E
dep

> 60 TeV, as used
in our fit and above the majority of the cosmic ray muon back-
ground. The increasing opacity of the Earth to high energy
neutrinos is visible at the right of the plot. Vetoing atmo-
spheric neutrinos by muons from their parent air showers de-
presses the atmospheric neutrino background on the left. The
data are described well by an astrophysical isotropic E�2 neu-
trino flux (gray line). Colors as in Fig. 2. Variations of this
figure with other energy thresholds are in the online supple-
ment.

FIG. 4. Extraterrestrial neutrino flux (⌫ + ⌫̄) as a function
of energy. Vertical error bars indicate the 2�L = ±1 con-
tours of the flux in each energy bin, holding all other val-
ues, including background normalizations, fixed. These pro-
vide approximate 68% confidence ranges. An increase in the
prompt atmospheric background to the level of the 90% CL
limit from the northern hemisphere ⌫

µ

spectrum [9] would re-
duce the inferred astrophysical flux at low energies to the level
shown for comparison in light gray. The best-fit power law is
E2�(E) = 1.5⇥ 10�8(E/100TeV)�0.3GeVcm�2s�1sr�1.

both the energy spectrum (Fig. 2) and arrival directions
(Fig. 3) of the events consistent with expectations for an
origin in a hard isotropic 1:1:1 neutrino flux. The best-
fit atmospheric-only alternative model, however, would
require a prompt normalization 3.6 times higher than
our current 90% CL upper limit from the northern hemi-
sphere ⌫

µ

spectrum [9]. Even this extreme scenario is
then disfavored by our fit at 5.7� with respect to a model
allowing an astrophysical contribution.

3 PeVs events and no clear 
anisotropies. However similar to an 

E-2 spectrum (AGN?)
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Fig. 4 shows a fit using a more general model in which
the astrophysical flux is parametrized as a piecewise func-
tion of energy rather than a continuous unbroken E�2

power law. As before, we assume a 1:1:1 flavor ratio and
isotropy. While the reconstructed spectrum is compati-
ble with our earlier E�2 ansatz, an unbroken E�2 flux
at our best-fit level would have been expected to give 3.1
additional events above 2 PeV (a higher energy search
[10] also saw none). This may indicate, along with the
slight excess in the lower energy bins, either a softer spec-
trum or a cuto↵ at high energies. Correlated systematic
uncertainties in the first few points in the reconstructed
spectrum (Fig. 4) arise from the poorly constrained level
of the prompt atmospheric neutrino background. The
presence of this softer (E�2.7) component would decrease
the non-atmospheric excess at low energies, hardening
the spectrum of the remaining data. The corresponding
range of best fit astrophysical slopes within our current
90% confidence band on the prompt flux [9] is �2.0 to
�2.3. As the best-fit prompt flux is zero, the best-fit
astrophysical spectrum is on the lower boundary of this
interval at �2.3 with a total statistical and systematic
uncertainty of ±0.3.

To identify any bright neutrino sources in the data, we
employed the same maximum-likelihood clustering search
as before [11], as well as searched for directional corre-
lations with TeV gamma-ray sources. For all tests, the
test statistic (TS) is defined as the logarithm of the ratio
between the best-fit likelihood including a point source
component and the likelihood for the null hypothesis, an
isotropic distribution [32]. We determined the signifi-
cance of any excess by comparing to maps scrambled in
right ascension, in which our polar detector has uniform
exposure.

As in [11], the clustering analysis was run twice, first
with the entire event sample, after removing the two
events (28 and 32) with strong evidence of a cosmic-ray
origin, and second with only the 28 shower events. This
controls for bias in the likelihood fit toward the positions
of single well-resolved muon tracks. We also conducted
an additional test in which we marginalize the likelihood
over a uniform prior on the position of the hypotheti-
cal point source. This reduces the bias introduced by
muons, allowing track and shower events to be used to-
gether, and also improves sensitivity to multiple sources
by considering the entire sky rather than the single best
point.

Three tests were performed to search for neutrinos in
correlation with known gamma-ray sources, also using
track and shower events together. The first two searched
for clustering along the galactic plane, with a fixed width
of ±2.5�, based on TeV gamma-ray measurements [33],
and with a free width of between ±2.5� and ±30�. The
last searched for correlation between neutrino events and
a pre-defined catalog of potential point sources (a com-
bination of the usual IceCube [34] and ANTARES [35]

FIG. 5. Arrival directions of the events in galactic coordi-
nates. Shower-like events are marked with + and those con-
taining muon tracks with ⇥. Event IDs match those in the
catalog in the online supplement and are time ordered. The
grey line denotes the equatorial plane. The color map shows
the test statistic (TS) for the point source clustering test at
each location. No significant clustering was observed.

lists; see online supplement). For the catalog search, the
TS value was evaluated at each source location, and the
post-trials significance calculated by comparing the high-
est observed value in each hemisphere to results from
performing the analysis on scrambled datasets.
No hypothesis test yielded statistically significant evi-

dence of clustering or correlations. For the all-sky clus-
tering test, scrambled datasets produced locations with
equal or greater TS 84% and 7.2% of the time for all
events and for shower-like events only. As in the two-year
data set, the strongest clustering was near the galactic
center. Other neutrino observations of this location have
given no evidence for a source [36], however, and none of
the new events were strongly correlated with this region.
When using the marginalized likelihood, a test statistic
greater than or equal to the observed value was found
in 28% of scrambled datasets. The source list yielded p-
values for the northern and southern hemispheres of 28%
and 8%, respectively. Correlation with the galactic plane
was also not significant: when letting the width float
freely, the best fit was ±7.5� with a post-trials chance
probability of 2.8%, while a fixed width of ±2.5� returned
a p-value of 24%. A repeat of the time clustering search
from [11] also found no evidence for structure.
With or without a possible galactic contribution [37,

38], the high galactic latitudes of many of the highest-
energy events (Fig. 5) suggest at least some extragalac-
tic component. Exception may be made for local large
di↵use sources (e.g. the Fermi bubbles [39] or the galac-
tic halo [40, 41]), but these models typically can ex-
plain at most a fraction of the data. If our data arise
from an extragalactic flux produced by many isotropi-
cally distributed point sources, we can compare our all-
sky flux with existing point-source limits. By exploiting

νR

Φ
νR

νL

δ ~ Mh/MΦ

Big Bird
Bert and Ernie



DAMA signal?
DAMA modulation

Oscillation with a period of 1 year, maximum at 2nd of June

Signal > 9σ corresponding to a dark matter mass of 

10 GeV and σ
χp

 ~10-40 cm2. This should correspond to 

more than 5000 events for LUX  which saw.. nothing
3

FIG. 3: Comparison of models for the DAMA data. The model proposed in this letter is shown as the solid cyan line, composed
of neutrons produced by solar neutrinos and atmospheric muons (with fixed phases (�⌫ ,�µ) = (3, 179) days). Adding the solar
neutrino contribution to that from muons shifts the phase forward by ⇠ 30 days, markedly improving the fit to the data.

The di↵erential rate of Dark Matter interactions with
nuclei takes the form of

dR

dE
=

⇢DM

mNm

Z
d3v

d�

dE
vf(v + vE(t)), (4)

where ⇢DM is the DM density, mN is the mass of the
target nucleus, m is the Dark Matter mass and d�/dE is
the di↵erential scattering cross section.

The integral is over the galactic DM velocity distri-
bution f(v) boosted into the Earth’s rest-frame by the
relative velocity between the Earth and the Dark Mat-
ter vE(t). The time-dependence enters via this term,
expressed as vE(t) = v0 + vpec + uE(t), where v0 =
(0, 220, 0) kms�1 and the peculiar velocity vpec = (11.1±
1.2, 12.2± 2.0, 7.3± 0.6) kms�1 [22]. For the relative ve-
locity between the Earth and the Sun uE(t) we use the
expression from [23]. We assume a Maxwell-Boltzmann
distribution for f(v). Allowing the amplitude to vary
freely we obtain a best-fit chi-square of �2 = 69.76.

To compare the models, we show in figure 3 the neu-
trino+muon signal from our first fit (with A⌫ = 0.039 and
Aµ = 0.047) compared with a Dark Matter signal and the
best-fit signal from muons-alone. The neutrino+muon
and Dark Matter signals are very close together in phase
and both fit well to the DAMA data. As expected the
muon-only model has a phase which lags ⇠ 30 days be-
hind the data. This is confirmed by the �2 values, which
we show in table I: the neutrino+muon model provides
the best-fit to the DAMA data, slightly better than Dark
Matter and significantly better than muons-alone.

However in order to perform a meaningful comparison
we must account for the extra degree of freedom in the
neutrino+muon fit. One such test is the Akaike Infor-
mation Criterion [24], given by AIC = �2 + 2k where
k is the number of degrees of freedom. For the neu-
trino+muon model we obtain AIC= 70.74 while for Dark
Matter AIC= 71.76. Hence the neutrino+muon model
gives the best fit, as it has the smallest AIC.

The Bayesian Information Criterion (BIC) is similar
but punishes extra free parameters to a greater degree. It

�2 AIC BIC

Muons and Neutrinos 66.74 70.74 75.50

Dark Matter 69.76 71.76 74.14

Muons-only 90.39 92.39 94.77

TABLE I: Compatibility of three annually modulated models
with DAMA data. The Akaike Information Critereon (AIC)
is given by �2 + 2k and the Bayesian Information Criterion
(BIC) is �2 + klnn, where k is the number of free parameters
and n = 80 is the number of data-points.

takes the form of BIC= �2+klnn, where n is the number
of data-points. For the BIC the Dark Matter gives the
best fit, however only by a di↵erence of �BIC= 1.36
which is not significant.
We conclude that our neutrino+muon model fits as

well to the DAMA modulation as a Dark Matter signal.

III. RATES OF COSMOGENIC NEUTRONS

We have modelled the DAMA annual modulation using
solar neutrinos and atmospheric muons. These produce
the signal indirectly through neutrons, since the DAMA
events can not be due directly to muon or neutrino scat-
tering, due to statistical arguments for the former [13]
and too small a cross section for the latter. In this sec-
tion we discuss whether these muons and neutrinos can
produce enough neutrons to constitute the DAMA signal.
Muons produce neutrons via scattering in either the

rock or potentially the lead shielding around the detec-
tor [13, 14, 25]. Likewise neutrons from neutrino neutral-
current scattering have been proposed as a detection
method for supernovae neutrinos using 9Be, 23Na, 35Cl,
56Fe and 208Pb targets [26–29]. For 208Pb the neutron
emission threshold for the neutrino is E⌫ > 7.37 MeV [26]
and so 8B solar neutrinos could stimulate neutron spal-

Moreover, it exist an alternative: a 
mixed between cosmic muon (peaked 

at end of June due to the 
temperature of the atmosphere in 
north hemisphere) and solar 

neutrino (peaked on 4th of January 
due to the shortest distance earth-

sun) can fit the data 
(J. Davis, PhysRevLett.113.081302;  1407.1052)



DAMA act III

« This « mathematical » exercice produces two « big » modulation 
amplitudes since a sort of cancellation occurs between the two effects, 

having quasi—opposite phases. But this « mathematical » exercice does not 
represent a physical possibility.. »  

!
(DAMA collaboration;  1409.3516)
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Comment on “Fitting the annual modulation in DAMA with neutrons from muons
and neutrinos”

P.S. Barbeaua, J.I. Collarb, Yu. Efremenkoc, and K. Scholberga,∗.
aDepartment of Physics, Duke University,

Durham, NC 27708 USA
bDepartment of Physics, University of Chicago,

Chicago, IL 60637 USA
cUniversity of Tennessee, Knoxville, TN 37996 USA
∗Corresponding author. E-mail: schol@phy.duke.edu

We estimate rates of solar neutrino-induced neutrons in a DAMA/LIBRA-like detector setup,
and find that the needed contribution to explain the annual modulation would require neutrino-
induced neutron cross sections several orders of magnitude larger than current calculations indicate.
Although these cross sections have never been measured, it is likely that the solar-neutrino effect
on DAMA/LIBRA is negligible.

PACS numbers: 95.35.+d, 13.15.+g, 25.30.Pt, 26.65.+t

In a recent Letter [1], a new mechanism is pro-
posed to explain the modulation effect apparent in
DAMA/LIBRA dark matter detector data. Neutrons
induced by 8B solar neutrinos (solar NINs) would add
to those produced by muon interactions in the vicinity
of the detectors, generating a modulation with a phase
matching that observed by DAMA/LIBRA. The mod-
ulation amplitude required from this newly-considered
process is 0.039 counts per kg of NaI[Tl] per day in
the 2-6 keVee spectral region, for interactions affecting
single DAMA/LIBRA crystals, which is comparable to
what would be needed from muon-induced neutrons [1].
The origin of this modulated background is the eccen-
tricity of the Earth’s orbit, which changes the local 8B
neutrino flux annually by ±3.3%. This implies a large
mean rate of Rν ∼11.5 NIN interactions per day in the
2-6 keVee singles spectrum from each individual 9.7 kg
NaI[Tl] DAMA/LIBRA detector module.

In this Comment we focus on the proposed solar NIN
effect, which is the new idea presented in [1], although
there are additional issues with the scenario; for exam-
ple, the contribution from muon-induced neutrons has
already been shown to fall short by three orders of mag-
nitude in explaining the DAMA/LIBRA modulation [2]
and is two orders of magnitude too small for a low-
significance modulation in CoGeNT data [3]. Leaving
these aside, three overoptimistic approximations have
been made in the estimation of the signal rate due to
NINs in [1]. First, an effective volume of target material
V ∼ 1000 m3 is considered. This is much larger than the
existing volume of high-NIN-cross-section material near
the detector; only ∼ 0.98 m3 of lead is present in the
DAMA/LIBRA shield [4]. Second, the NIN mean free
path is taken to be 2.6 m, justifying the large V con-
sidered. While this is correct for energetic O(100) MeV
neutrons generated by muon interactions, NINs should
carry O(1) MeV energies characteristic of an evapora-
tion spectrum [5], resulting in a smaller range (few tens of
cm in concrete), and modest V . Third, [1] does not con-
sider the small efficiency for transporting NINs from their

originating site through shielding to the DAMA/LIBRA
modules, and then generating single crystal interactions
restricted to the 2-6 keVee spectral energy region.
Assuming a standard 8B solar neutrino flux [6], neu-

trino oscillations consistent with νe survival probability
of ∼0.4, and using [7], which employs cross sections from
[8], we calculate the rate of solar-neutrino-induced single-
neutron emission in 208Pb to be 0.85 per kilotonne of lead
per day. This rate is approximately consistent with the
back-of-the-envelope calculation from [1].
We have performed two independent calculations of

this NIN transport, one based on GEANT 4.10.0.1, the
second using MCNP-PoliMi, both in agreement. The
geometry of the detectors and shielding (copper, lead,
cadmium, polyethylene) follows [4]. One meter of Gran
Sasso cavern concrete and two of rock are included. For
the results reported here, the geometry uses 10 cm of
polyethylene moderator (up to 40 cm are present [4]), to
allow a maximum of external NINs to reach the detectors.
Quenching factors from [9] are used to generate ionization
energy (keVee) spectra from NIN interactions affecting
only one of the sixteen external DAMA/LIBRA detec-
tors. These simulations indicate that the DAMA/LIBRA
solar NIN modulation would extend to several tens of
keVee, as opposed to the observed 2-6 keVee range.
We find that only ∼0.046% of the NINs generated in

lead deposit energy in the 2-6 keVee range of a given
external detector module, without involving interactions
with next-neighbor crystals. This results in 4.3 × 10−6

NINs per day creating relevant signals, which in turn
implies that the NIN cross section in lead that would be
required to produce the necessary Rν is more than six
orders of magnitude greater than calculated in [8]. We
would require a cross section nearly as large for NINs
in the copper surrounding the detector. Given the self-
shielding, the presence of polyethylene moderator, and
additional distance to the detector, the solar NIN cross
section in the simulated 114 m3 of concrete necessary to
explain DAMA/LIBRA observations would have to be
more than seven orders of magnitude larger than that
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induced by 8B solar neutrinos (solar NINs) would add
to those produced by muon interactions in the vicinity
of the detectors, generating a modulation with a phase
matching that observed by DAMA/LIBRA. The mod-
ulation amplitude required from this newly-considered
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what would be needed from muon-induced neutrons [1].
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tricity of the Earth’s orbit, which changes the local 8B
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mean rate of Rν ∼11.5 NIN interactions per day in the
2-6 keVee singles spectrum from each individual 9.7 kg
NaI[Tl] DAMA/LIBRA detector module.

In this Comment we focus on the proposed solar NIN
effect, which is the new idea presented in [1], although
there are additional issues with the scenario; for exam-
ple, the contribution from muon-induced neutrons has
already been shown to fall short by three orders of mag-
nitude in explaining the DAMA/LIBRA modulation [2]
and is two orders of magnitude too small for a low-
significance modulation in CoGeNT data [3]. Leaving
these aside, three overoptimistic approximations have
been made in the estimation of the signal rate due to
NINs in [1]. First, an effective volume of target material
V ∼ 1000 m3 is considered. This is much larger than the
existing volume of high-NIN-cross-section material near
the detector; only ∼ 0.98 m3 of lead is present in the
DAMA/LIBRA shield [4]. Second, the NIN mean free
path is taken to be 2.6 m, justifying the large V con-
sidered. While this is correct for energetic O(100) MeV
neutrons generated by muon interactions, NINs should
carry O(1) MeV energies characteristic of an evapora-
tion spectrum [5], resulting in a smaller range (few tens of
cm in concrete), and modest V . Third, [1] does not con-
sider the small efficiency for transporting NINs from their

originating site through shielding to the DAMA/LIBRA
modules, and then generating single crystal interactions
restricted to the 2-6 keVee spectral energy region.
Assuming a standard 8B solar neutrino flux [6], neu-

trino oscillations consistent with νe survival probability
of ∼0.4, and using [7], which employs cross sections from
[8], we calculate the rate of solar-neutrino-induced single-
neutron emission in 208Pb to be 0.85 per kilotonne of lead
per day. This rate is approximately consistent with the
back-of-the-envelope calculation from [1].
We have performed two independent calculations of

this NIN transport, one based on GEANT 4.10.0.1, the
second using MCNP-PoliMi, both in agreement. The
geometry of the detectors and shielding (copper, lead,
cadmium, polyethylene) follows [4]. One meter of Gran
Sasso cavern concrete and two of rock are included. For
the results reported here, the geometry uses 10 cm of
polyethylene moderator (up to 40 cm are present [4]), to
allow a maximum of external NINs to reach the detectors.
Quenching factors from [9] are used to generate ionization
energy (keVee) spectra from NIN interactions affecting
only one of the sixteen external DAMA/LIBRA detec-
tors. These simulations indicate that the DAMA/LIBRA
solar NIN modulation would extend to several tens of
keVee, as opposed to the observed 2-6 keVee range.
We find that only ∼0.046% of the NINs generated in

lead deposit energy in the 2-6 keVee range of a given
external detector module, without involving interactions
with next-neighbor crystals. This results in 4.3 × 10−6

NINs per day creating relevant signals, which in turn
implies that the NIN cross section in lead that would be
required to produce the necessary Rν is more than six
orders of magnitude greater than calculated in [8]. We
would require a cross section nearly as large for NINs
in the copper surrounding the detector. Given the self-
shielding, the presence of polyethylene moderator, and
additional distance to the detector, the solar NIN cross
section in the simulated 114 m3 of concrete necessary to
explain DAMA/LIBRA observations would have to be
more than seven orders of magnitude larger than that

(Barbeau, Collar, Efremenko, Scholberg;  1409.3185)
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FIG. 5. WIMP parameter space for spin-independent (⇠A2)
WIMP-nucleon scattering. The 90% C.L. upper limit (solid
red) is depicted together with the expected sensitivity (1�
C.L.) from the background-only model (light red band). The
CRESST 2� contour reported in [3] is shown in light blue.
The dash-dotted red line refers to the reanalyzed data from
the CRESST commissioning run [22]. Shown in green are the
limits (90% C.L.) from Ge-based experiments: SuperCDMS
(solid)[7], CDMSlite (dashed) [23] and EDELWEISS (dash-
dotted) [24]. The parameter space favored by CDMS-Si [4]
is shown in light green (90% C.L.), the one favored by Co-
GeNT (99 % C.L. [2]) and DAMA/Libra (3� C.L. [25]) in
yellow and orange. The exclusion curves from liquid xenon
experiments (90% C.L.) are drawn in blue, solid for LUX [6],
dashed for XENON100 [5]. Marked in grey is the limit for
a background-free CaWO4 experiment arising from coherent
neutrino scattering, dominantly from solar neutrinos [26].

masses and, thus, to clarify the nature of the higher mass
maximum (M1). This will be the subject of a blind anal-
ysis of additional data collected during the currently on-
going run.

The improved performance of the upgraded detector
manifests itself in a significantly improved sensitivity of
CRESST-II for very low WIMP masses. This can be
seen by comparing the current limit (solid red line) using
the data of a single detector to the one obtained from
the reanalyzed commissioning run data (dash-dotted red
line) [22]. For WIMP masses below 3 GeV/c2 CRESST-
II probes new regions of parameter space, previously not
covered by other direct dark matter searches.

The sensitivity for light WIMPs can be improved in
future runs by further reducing the background level and
enhancing the detector performance. Such improvements
are realistic and substantial gains in sensitivity for low
WIMP masses are possible, even with a moderate target
mass.
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FIG. 10. The extracted WIMP and background signals com-
pared to the CoGeNT data in both energy and time. The
comparison in time is in 30 day bins. This fit was performed
with the WIMP oscillation amplitude, phase, and period all
allowed to float.

signal. For the data before the Soudan fire the extracted
phase is 114 ± 28 days, and for after the fire it was 174
± 91 days. The overall extracted number of WIMP type
events before the Soudan fire is 171 ± 74, and after it is
81 ± 48. While the two numbers are consistent given the
large statistical uncertainty, we note that this difference
is even larger when considering that the livetime for the
data set after the fire is larger than for the data before
the fire by ∼ 50%. The statistical uncertainty on these
results does not allow us to rule out the possibility of the
modulation having a WIMP origin.

C. Summary of extraction results

Table I summarizes the signal extraction results for all
the extractions attempted.

As a check of the validity of the signal extraction we
compare the extracted neutron background with the mea-
surement of the veto-germanium coincident rate. The
signal extraction gives a neutron rate of (0.64 ± 0.13)
cpd, which is in excellent agreement with the veto-
coincident rate of (0.67 ± 0.12) cpd.

D. Allowed regions and WIMP sensitivity

We generate likelihood contours from the maximum
likelihood signal extraction with free osillation parame-
ters and time-varying backgrounds. To take into account
the systematic uncertainty due to our understanding of
the surface events we also determined a contour with the
shape of the surface event energy distribution allowed to
float in the likelihood signal extraction. Figure 11 shows
our 90% C.L. contours compared to recent CDMS re-
sults and the previous CoGeNT result. The same figure
shows the WIMP sensitivity curves (2 σ upper limits)
derived from the likelihood analysis. The more conserva-
tive exclusion limit is determined from fixing the neutron
component in the likelihood extraction to 0. In this case,
there are more extracted WIMP events to compensate for
the events that would be normally classified as neutrons,
therefore resulting in worse sensitivity. The lower exclu-
sion curve in figure 11 is the result of allowing the neutron
component in the likelihood extraction to be completely
free. This produces better sensitivity limits, especially
at low masses, since it allows for more neutron events,
and thus less WIMP events, if favored by the likelihood
minimization.
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likelihood signal extraction with a fixed surface event back-
ground energy distribution (red solid) and where the shape
of the surface background energy distribution was allowed to
float in the extraction (red dashed). Shown also are the 68%
C.L. and 90% contours from the CDMS silicon result [5]. Also
shown are the exclusion limits for various assumptions about
the neutron component (see text).
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Fig. 1.— Left: The positron fraction from a combination of the Galprop model for the di�use e± Galactic background (green dotted),
along with contributions from the Geminga (black) and Monogem (red) pulsars, compared with data from PAMELA (green circles), Fermi-
LAT (orange triangles) and AMS-02 (blue squares). Right: The total flux of cosmic-ray electrons and positrons from a combination of
the same Galprop model (green dotted), with contributions from the Geminga (black dashed) and Monogem (red dashed) pulsars. These
create a total cosmic-ray lepton spectrum (black and red solid respectively), which can be compared with data from the Fermi-LAT (orange
squares) and H.E.S.S. (pink diamond) observations, (right). Note that the di�use background from Galprop was not tuned to reproduced
the H.E.S.S. data, and we do not attempt to fit those data above 1 TeV.

the total lepton flux from each pulsar for any scenario
which is compatible with the AMS-02 data, since these
values must decrease if additional sources are considered.
The total energy outputs we find depend quite sensi-
tively on the assumptions made for the spectral slope,
but are generically compatible with the total energy out-
put expected from a mature pulsar, which ranges within
5 ⇥ 1048 � W0/erg � 5 ⇥ 1050, (Delahaye et al. 2010;
Malyshev et al. 2009).
Employing a combination of the Galprop Galactic e±

di⇥use background model, rescaled by a factor 0.8 to
account for the additional sources, and the calculated
flux from each candidate pulsar, in Figure 1 we show the
positron fraction (left) and the combined flux of electrons
and positrons (right) observed at the solar position for
models in which the Geminga pulsar dominates the pro-
duction of nearby positrons (black), and a model where
the Monogem pulsar dominates cosmic-ray positron pro-
duction (red). In each case, we find an extremely good
match between our results and AMS-02 observations.

3. DETECTION OF A COSMIC-RAY
ELECTRON/POSITRON ANISOTROPY WITH ACTS

In the context of di⇥usive propagation, we estimate the
expected anisotropy from a source at a distance d that
injected e± at a time T (e.g. Grasso et al. 2009) with

� =
3

2c

d

T

(1� ⇥)E/Eloss

1� (1� E/Eloss)
1�⇥

Npsr(E)

Ntot(E)
, (6)

with Npsr and Ntot the pulsar and total e± spectra. The
dipolar anisotropy � is defined as

� =
Nf �Nb

Nf +Nb
(7)

where Nf and Nb are the total number of e± ob-
served during a selected ensemble of observations point-
ing within the sky hemisphere centered on the pulsar
(Nf ) and during a second ensemble of observations with
the same collective e�ective exposure as the first ensem-
ble, pointing within the opposite hemisphere (Nb).
We now turn to the question of how to search for an

anisotropy in the cosmic-ray e± flux with ACTs. The

most significant uncertainty in the determination of the
cosmic-ray e± spectrum with ACTs is the e⇤ciency of
cosmic-ray proton rejection. This is the dominant sys-
tematic error because the flux of cosmic-ray hadrons
dominates the lepton flux by several orders of magni-
tude. While observations of �-ray point sources are able
to employ the isotropy of the cosmic-ray signal in order
to control this background, measurements of the cosmic-
ray e± flux must instead determine the hadronic or elec-
tromagnetic nature of each individual observed shower.
To this end, the H.E.S.S. collaboration has adopted a
random forest approach (Breiman & Cutler 2004; Bock
et al. 2004) intended to convert information about the
observed shower into a parameter ⇤ which describes the
extent to which the shower is electron-like. The param-
eter ⇤ is determined in the range of 0 – 1, with larger
numbers indicating a better fit to Monte Carlo models
of electron showers. While the ⇤ parameter is highly
energy-dependent, in many situations its discriminating
power is significant enough to produce an electron popu-
lation which dominates the hadronic background at high
⇤ values. We note that even for moderate values of ⇤, the
contribution from heavier nuclei is entirely negligible.
While a proper selection of ⇤ is important so that the

cosmic-ray e± population produces a reasonable portion
of the total cosmic-ray signal, searches for anisotropy
are significantly less a⇥ected by errors in hadron rejec-
tion compared to measurements of the total e± spectrum
(Aharonian et al. 2008, 2009). Assuming that both the
misidentified cosmic-ray proton and background cosmic-
ray e± fluxes are isotropic, the fraction of the background
which stems from each is irrelevant in searches for e±

anisotropies. Instead, the measurable quantity is the
fraction of the total cosmic-ray flux (with ⇤ > 0.9) which
stems from an anisotropic candidate pulsar. We can cal-
culate the total contribution to the detected cosmic-ray
flux with an ACT as:

Ntot = (Npsr +N�) + (Ne,iso +Np), (8)

where Npsr is the number of cosmic-ray leptons produced
by the pulsar, N� is the number of �-rays observed as
electromagnetic showers in the instrument, Ne,iso is the
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Figure 1: Limits on the DM annihilation cross section ⇥�vrel⇤ as a function of the DM mass m� for the annihilation channels
�� � µ+µ� (top left), �� � ⌧+⌧� (top right), �� � bb̄ (middle), �� � W+W� (bottom left), �� � ZZ (bottom right).
Solid black lines show constraints derived in this work from AMS-02 positron data, and red bands indicate how uncertainties
in the positron propagation model [20] a�ect these constraints. We have assumed an NFW profile for the DM distribution
in the Milky Way, but have checked that alternative choices lead to almost identical limits. Where available, we show also
for comparison limits from Fermi-LAT observations of � ray emission in dwarf galaxies [31] (light blue dotted) and in the
Galactic Center [32] (purple dashed), from an analysis of PAMELA antiproton data [33, 34] (dark blue dashed), and from
inverse Compton scattering [18] (orange line = NFW profile, lower (upper) edge of yellow band = Einasto (isothermal) profile).
The horizontal dashed line shows the annihilation cross section that yields the correct DM abundance via freeze-out [35]. For
�� � µ+µ� and �� � ⌧+⌧� we indicate in green the parameter regions that would be favored by attempts to explain the
positron excess in terms of DM annihilation (dark green = background and propagation models based on Fermi observations,
light green = MIN, MED, MAX propagation models).
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Fig. 1.— Left: The positron fraction from a combination of the Galprop model for the di�use e± Galactic background (green dotted),
along with contributions from the Geminga (black) and Monogem (red) pulsars, compared with data from PAMELA (green circles), Fermi-
LAT (orange triangles) and AMS-02 (blue squares). Right: The total flux of cosmic-ray electrons and positrons from a combination of
the same Galprop model (green dotted), with contributions from the Geminga (black dashed) and Monogem (red dashed) pulsars. These
create a total cosmic-ray lepton spectrum (black and red solid respectively), which can be compared with data from the Fermi-LAT (orange
squares) and H.E.S.S. (pink diamond) observations, (right). Note that the di�use background from Galprop was not tuned to reproduced
the H.E.S.S. data, and we do not attempt to fit those data above 1 TeV.

the total lepton flux from each pulsar for any scenario
which is compatible with the AMS-02 data, since these
values must decrease if additional sources are considered.
The total energy outputs we find depend quite sensi-
tively on the assumptions made for the spectral slope,
but are generically compatible with the total energy out-
put expected from a mature pulsar, which ranges within
5 ⇥ 1048 � W0/erg � 5 ⇥ 1050, (Delahaye et al. 2010;
Malyshev et al. 2009).
Employing a combination of the Galprop Galactic e±

di⇥use background model, rescaled by a factor 0.8 to
account for the additional sources, and the calculated
flux from each candidate pulsar, in Figure 1 we show the
positron fraction (left) and the combined flux of electrons
and positrons (right) observed at the solar position for
models in which the Geminga pulsar dominates the pro-
duction of nearby positrons (black), and a model where
the Monogem pulsar dominates cosmic-ray positron pro-
duction (red). In each case, we find an extremely good
match between our results and AMS-02 observations.

3. DETECTION OF A COSMIC-RAY
ELECTRON/POSITRON ANISOTROPY WITH ACTS

In the context of di⇥usive propagation, we estimate the
expected anisotropy from a source at a distance d that
injected e± at a time T (e.g. Grasso et al. 2009) with

� =
3

2c

d

T

(1� ⇥)E/Eloss

1� (1� E/Eloss)
1�⇥

Npsr(E)

Ntot(E)
, (6)

with Npsr and Ntot the pulsar and total e± spectra. The
dipolar anisotropy � is defined as

� =
Nf �Nb

Nf +Nb
(7)

where Nf and Nb are the total number of e± ob-
served during a selected ensemble of observations point-
ing within the sky hemisphere centered on the pulsar
(Nf ) and during a second ensemble of observations with
the same collective e�ective exposure as the first ensem-
ble, pointing within the opposite hemisphere (Nb).
We now turn to the question of how to search for an

anisotropy in the cosmic-ray e± flux with ACTs. The

most significant uncertainty in the determination of the
cosmic-ray e± spectrum with ACTs is the e⇤ciency of
cosmic-ray proton rejection. This is the dominant sys-
tematic error because the flux of cosmic-ray hadrons
dominates the lepton flux by several orders of magni-
tude. While observations of �-ray point sources are able
to employ the isotropy of the cosmic-ray signal in order
to control this background, measurements of the cosmic-
ray e± flux must instead determine the hadronic or elec-
tromagnetic nature of each individual observed shower.
To this end, the H.E.S.S. collaboration has adopted a
random forest approach (Breiman & Cutler 2004; Bock
et al. 2004) intended to convert information about the
observed shower into a parameter ⇤ which describes the
extent to which the shower is electron-like. The param-
eter ⇤ is determined in the range of 0 – 1, with larger
numbers indicating a better fit to Monte Carlo models
of electron showers. While the ⇤ parameter is highly
energy-dependent, in many situations its discriminating
power is significant enough to produce an electron popu-
lation which dominates the hadronic background at high
⇤ values. We note that even for moderate values of ⇤, the
contribution from heavier nuclei is entirely negligible.
While a proper selection of ⇤ is important so that the

cosmic-ray e± population produces a reasonable portion
of the total cosmic-ray signal, searches for anisotropy
are significantly less a⇥ected by errors in hadron rejec-
tion compared to measurements of the total e± spectrum
(Aharonian et al. 2008, 2009). Assuming that both the
misidentified cosmic-ray proton and background cosmic-
ray e± fluxes are isotropic, the fraction of the background
which stems from each is irrelevant in searches for e±

anisotropies. Instead, the measurable quantity is the
fraction of the total cosmic-ray flux (with ⇤ > 0.9) which
stems from an anisotropic candidate pulsar. We can cal-
culate the total contribution to the detected cosmic-ray
flux with an ACT as:

Ntot = (Npsr +N�) + (Ne,iso +Np), (8)

where Npsr is the number of cosmic-ray leptons produced
by the pulsar, N� is the number of �-rays observed as
electromagnetic showers in the instrument, Ne,iso is the
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Figure 1: Limits on the DM annihilation cross section ⇥�vrel⇤ as a function of the DM mass m� for the annihilation channels
�� � µ+µ� (top left), �� � ⌧+⌧� (top right), �� � bb̄ (middle), �� � W+W� (bottom left), �� � ZZ (bottom right).
Solid black lines show constraints derived in this work from AMS-02 positron data, and red bands indicate how uncertainties
in the positron propagation model [20] a�ect these constraints. We have assumed an NFW profile for the DM distribution
in the Milky Way, but have checked that alternative choices lead to almost identical limits. Where available, we show also
for comparison limits from Fermi-LAT observations of � ray emission in dwarf galaxies [31] (light blue dotted) and in the
Galactic Center [32] (purple dashed), from an analysis of PAMELA antiproton data [33, 34] (dark blue dashed), and from
inverse Compton scattering [18] (orange line = NFW profile, lower (upper) edge of yellow band = Einasto (isothermal) profile).
The horizontal dashed line shows the annihilation cross section that yields the correct DM abundance via freeze-out [35]. For
�� � µ+µ� and �� � ⌧+⌧� we indicate in green the parameter regions that would be favored by attempts to explain the
positron excess in terms of DM annihilation (dark green = background and propagation models based on Fermi observations,
light green = MIN, MED, MAX propagation models).

Can be fitted by 2 pulsars, Monogem and Geminga (Profumo, 1304.1791)

Can also be 
explained by 
supernovae 

remnants: p+p -> e+  
(Mertsch, Sarkar; 1402.0855)

Such spectrum if from DM origin, should exhibit a 
clear photon signal at FERMI which is not the case

M. Aguilar et al. [AMS Collaboration], Phys. Rev. Lett. 110 , no. 14, 141102 (2013).

Interpretations of the Current Data

PWN SNR DM

Interpretations of the Current Data

PWN SNR DM

pulsars

Energetic wind of photons from PWN 
(Pulsar Wind Nebulae) hit the CMB  
to produce electron/positron pairs 

γ +γCMB -> e+ e-

century! of! cosmic5ray! experiments.! The! results! also! show! that! the! excess! of! the! positron! fraction! is!
isotropic!within! 3%,! strongly! suggesting! the! energetic! positrons!may! not! be! coming! from!a! preferred!
direction!in!space.!
!
!

!
!

Figure$2.!Upper!plot!shows!the!slope!of!positron!fraction!measured!by!AMS!(red!circles)!and!a!straight!
line! fit! at! the!highest! energies! (blue! line).! The!data! show! that! at! 275±32!GeV! the! slope! crosses! zero.!
Lower!plot! shows! the!measured!positron! fraction!as! function!of!energy!as!well! as! the! location!of! the!
maximum.!No!sharp!structures!are!observed.!
!

Precise!measurement!of!the!positron!fraction!is!important!for!understanding!of!the!origin!of!dark!matter.!
Dark5matter!collisions!will!produce!an!excess!of!positrons!and!this!excess!can!be!most!easily!studied!by!
measuring!the!positron!fraction.!Ordinary!cosmic5ray!collisions!result!in!the!positron!fraction!decreasing!
steadily!with!energy.!Different!models!of!the!nature!of!dark!matter!predict!different!behaviour!of!the!
positron5fraction!excess!above!the!positron!fraction!expected!from!ordinary!cosmic5ray!collisions.!
Depending!on!the!nature!of!dark!matter,!the!excess!of!the!positron!fraction!has!a!unique!signature.!The!
characteristic!features!are!highlighted!in!Figure!3.!
 

AMS collaboration, Phys.Rev.Lett. 113 (2014) 121102

Not clear yet if it is a pulsar or a dark matter 
interpretation.
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FIG. 14: The quality of the fit (�2, over 25-1 degrees-of-freedom) for various annihilating dark matter models to the spectrum
of the anomalous gamma-ray emission from the Inner Galaxy (as shown in Fig. 5) as a function of mass, and marginalized
over the value of the annihilation cross section. In the left frame, we show results for dark matter particles which annihilate
uniquely to bb̄, cc̄, ss̄, light quarks (uū and/or dd̄), or ⌧+⌧�. In the right frame, we consider models in which the dark matter
annihilates to a combination of channels, with cross sections proportional to the square of the mass of the final state particles,
the square of the charge of the final state particles, democratically to all kinematically accessible Standard Model fermions, or
80% to ⌧+⌧� and 20% to bb̄. The best fits are found for dark matter particles with masses in the range of ⇠20-40 GeV and
which annihilate mostly to quarks.

FIG. 15: The range of the dark matter mass and annihilation cross section required to fit the gamma-ray spectrum observed
from the Inner Galaxy, for a variety of annihilation channels or combination of channels (see Fig. 14). The observed gamma-ray
spectrum is generally best fit by dark matter particles with a mass of ⇠20-40 GeV and that annihilate to quarks with a cross
section of �v ⇠ (1� 2)⇥ 10�26 cm3/s.

VII. IMPLICATIONS FOR DARK MATTER

In this section, we use the results of the previous sec-
tions to constrain the characteristics of the dark matter
particle species potentially responsible for the observed
gamma-ray excess. We begin by fitting various dark mat-
ter models to the spectrum of the gamma-ray excess as
found in our Inner Galaxy analysis (as shown in Fig. 5).
In Fig. 14, we plot the quality of this fit (�2) as a function

of the WIMP mass, for a number of dark matter annihila-
tion channels (or combination of channels), marginalized
over the value of the annihilation cross section. Given
that this fit is performed over 25-1 degrees-of-freedom,
a goodness-of-fit with a p-value of 0.05 (95% CL) cor-
responds to a �2 of approximately 36.8. We take any
value less than this to constitute a “good fit” to the Inner
Galaxy spectrum. Excellent fits are found for dark mat-
ter that annihilates to bottom, strange, or charm quarks
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Several groups have recently claimed evidence for unaccounted gamma-ray excesses over di↵use
backgrounds at few GeV in Fermi-LAT data in a region around the Galactic Center, consistent
with a dark matter annihilation origin. We demonstrate that the main spectral and angular fea-
tures of this “excess” can be reproduced if they are mostly due to inverse Compton emission from
high-energy electrons injected in a burst event of ⇠ 1052 ÷ 1053 erg roughly O(106) years ago. We
consider this example as a proof of principle that time-dependent phenomena need to be understood
and accounted for—together with detailed di↵use foregrounds and unaccounted “steady state” as-
trophysical sources—before any robust inference can be made about dark matter signals at the
Galactic Center. In addition, we point out that the timescale suggested by our study, which con-
trols both the energy cuto↵ and the angular extension of the signal, intriguingly matches what is
inferred by other forensic evidences suggesting a very active Galactic Center (e.g. due to intense
star formation and accretion phenomena) over similar timescales.
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I. INTRODUCTION

The Galactic Center (GC) represents one of the most
interesting environments for astroparticle physics studies:
it hosts the closest supermassive black hole, which may
allow interesting tests of General Relativity [1, 2], and it
is likely the brightest spot in terms of DM annihilation
emission, in models where this mysterious component is
made of weakly interacting massive particles (WIMPs),
thermal relics of the Early Universe. Unfortunately for
high energy astroparticle probes, it is also one of the most
crowded and hard-to-model regions due to the variety of
non-thermal astrophysical sources it hosts, which might
be a reason for example why a publication of the Fermi-
LAT team on the detailed characterization of the signal
from this region is still in progress, [3–5].

These di�culties have not discouraged researchers to
analyze publicly available Fermi-LAT data1, notably
looking for these elusive models of physics beyond the
standard model. Recently, several groups [6–14] found
an excess of gamma rays above the modeled astrophysi-
cal emission in the inner region of our Galaxy. The claim
that it could originate in the annihilation of motivated
WIMP scenarios with properties close to commonly ex-
pected ones sparked significant attention. The most im-
portant properties of the claimed residuals are i) Their
spatial extension—which even accounting for the point-
spread function is inconsistent with a point-like source—
resembles a steeply falling function of the distance r from
the GC, behaving as ⇠ r�2.4 and reaching out to ⇠ 10�

1
http://fermi.gsfc.nasa.gov/ssc/data/

scale. It is also claimed to be close to spherically symmet-
ric, although this statement is probably less robust, due
to the di�culty in modeling and subtracting the emission
in the Galactic plane. ii) Their spectral shape, which is
well modeled by a power law with an exponential cut-o↵
(PLexp) —of the type E�� exp [�E/Ecut] with parame-
ters in the range � = 0.5÷ 1, Ecut ⇠ 2÷ 3 GeV—is con-
sistent with the ⇠0.1 ÷10 GeV byproducts of a 30 � 40
GeV DM particle annihilating dominantly to the bb̄ chan-
nel. iii) Their total flux at 1-3 GeV, integrated within 1�

of Galactic Center, is ⇠ 10�10 erg cm�2 s�1, roughly
matching what is expected from a 30 GeV thermal relic
DM annihilating with a profile consistent with point i).

While these findings are quite intriguing, some caveats
apply: all these analyses rely on the publicly available
Fermi di↵use model2 to predict the astrophysical signal
in that region. While that model is one of the best suited
to describe the Milky Way �-ray emission, it is obtained
via a fit to data for the main purpose of studying point

sources and is therefore not optimal for the characteri-
zation of extended signals, which are (at least partially)
degenerate with the di↵use emission modeling. Hence the
systematics errors associated to the separation between
signal and background are not yet well assessed. Even
if some extra emission seems to be present, then, some
of the above listed properties of the extended residuals
should not be taken too firmly from a quantitative point
of view. These uncertainties a↵ect even DM interpreta-
tions: for example, in [15] we warned about the impor-
tance of the poorly known bremsstrahlung contribution

2
http://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html
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FIG. 2: Top Panel: Latitude profile of the inverse Compton
emission from an electron population injected t0 (red, solid),
0.3 t0 (orange, dashed) and 3 t0 (blue, dotted) years ago (where
t0 = 1 Myr). Bottom Panel: The spectra of the inverse Comp-
ton emission (the same color scheme) at 5� away from the
Galactic plane. The overall energetics is given in units of
E0 = 4 ⇥ 1052 erg, and energy losses are expressed in terms
of the default value b0, which assumes w ⇠ 4 eV cm�3.

alternatively) to similar phenomenology 5. In the recent
analysis [32]—which provides yet another argument in
favor of the existence of some additional soft cosmic ray
cosmic-ray population in order to account for the GeV
emission in the inner Galaxy—a leptonic for the under-
lying population was also considered more likely, based
on an energetic argument.

IV. CONCLUSIONS

In this article, we have argued that a bursting event,
injecting⇠ 1052 ÷1053ergs of energy in a standard power-
law cosmic ray electron spectrum about one million years
ago seem to reproduce naturally most spectral and an-
gular features of the claimed GeV “excess” in the in-
ner Galaxy, for benchmark values of an e↵ective homo-
geneous di↵usion coe�cient and energy loss parameter.
The main goal of our calculations has been to raise aware-
ness on the importance of accounting for transient events

5
Note added: While this work was being finalized for submission,

an in-depth study of this e↵ect has appeared as pre-print [25].
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FIG. 3: Latitude profile (top) and the spectra of the inverse
Compton emission at 5� away from the Galactic plane (bot-
tom), for the electron population injected t0 = 1 Myr ago,
with a source of E0 = 4 ⇥ 1052 erg, calculated with our de-
fault values for the set of parameters (solid). In addition, the
di↵usion index is varied to 0.3 D0 (dashed) and 3 D0 (dotted),
where D0 (10 GeV) = 6 1028 cm2s�1.
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FIG. 4: Solid line, both panels: The spectra of the inverse
Compton emission at 5� away from the Galactic plane, for the
electron population injected t0 = 1 Myr ago, with a source of
E0 = 4⇥ 1052 erg, calculated with our default values for the
set of parameters. The spectral injection index is varied to
↵ = 2.1 (dashed) and ↵ = 2.4 (dotted).

when dealing with extended excesses, notably at the GC.
Until now, however, we have not discussed the plausi-
bility of the parameters required. Is the “toy solution”
found plausible, on the light of other astrophysical evi-
dence? After all, currently the GC is best characterized
by the quiescent state of its supermassive black hole, see
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Abstract

It was found in the Fermi-LAT data that there is an extended γ-ray excess
in the Galactic center region. The proposed sources to be responsible for the
excess include the dark matter annihilation or an astrophysical alternative
from a population of millisecond pulsars (MSPs). Whether or not the MSP
scenario can explain the data self-consistently has very important implica-
tions for the detection of particle dark matter, which is however, subject to
debate in the literature. In this work we study the MSP scenario in detail,
based on the detected properties of the MSPs by Fermi-LAT. We build a
model of the Milky Way MSPs which can reproduce the γ-ray properties
of the Fermi-LAT MSPs, and derive the intrinsic luminosity function of the
MSPs. The model is then applied to a bulge population of MSPs. We find
that the extended γ-ray excess can be well explained by the bulge MSPs
without violating the detectable flux distribution of MSPs by Fermi-LAT.
The spatial distribution of the bulge MSPs as implied by the distribution
of low mass X-ray binaries follows a r−2.4 profile, which is also consistent
with the γ-ray excess data. We conclude that the MSP model can explain
the Galactic center γ-ray excess self-consistently, satisfying all the current
observational constraints.

1. Introduction

It has been reported that there is an extended γ-ray excess in the Galactic
center (GC) region in the Fermi Large Area Telescope (Fermi-LAT) data
[1, 2, 3, 4, 5, 6, 7, 8]. The spatial distribution of the extended excess follows
the square of a generalized Navarro-Frenk-White (gNFW, [9, 10]) profile with

Preprint submitted to Elsevier April 10, 2014

as discussed below, we will further apply the following constraints on the
spectral parameters: Γ > 0 and 1 GeV< Ec < 10 GeV.

2.3. Luminosity function

The luminosity function is most relevant for this study. However, it can-
not be directly derived through the observational sample due to the sensitiv-
ity limit of the detectors. Hooper et al. assumed a power-law distribution of
the MSP periods dN/dP ∝ P−2, and a constant fraction of the spin-down
power goes into γ-ray luminosities Lγ ∝ Ė [31]. For a constant magnetic
field B one has Ė ∝ P−4, and the luminosity function is dN/dL ∝ L−3/4. A
log-normal distribution of the magnetic field of MSPs is assumed [31], and
the resulting luminosity function can be derived through a Monte Carlo sim-
ulation. An example adopted in [31], with a central value of magnetic field
B0 = 108.5G and a logarithmic standard width 0.2, is shown by the dashed
line in Fig. 2. We see that such a luminosity function is very hard, which
might be the reason why Hooper et al. did not find enough contribution from
MSPs to explain the γ-ray excess from the low-luminosity sources [31].

31 31.5 32 32.5 33 33.5 34 34.5 35
100

101

102

103

104

log[L/(erg s−1)]

N
um

be
r

Hooper et al. (2013)

Figure 2: Gamma-ray luminosity function (proportional to dN/d logL) of MSPs. Solid
lines are the broken power-law functions assumed in this work for several different sets
of parameters, and the dashed line is an example as adopted in [31] with B0 = 108.5G.
Shaded histogram is the result of Fermi-LAT detected sample. The total number of the
sources of each model is normalized to reproduce the observed sample. See the text for
details.

However, we find that such a luminosity function may be over hard.
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Figure 6: Cumulative spectrum of the bulge MSPs compared with the Fermi-LAT GC
excess data [6].

In order to check whether the bulge MSP population violates the Fermi-
LAT observations, we show the fluxes versus luminosities of these MSPs in
Fig. 7. The vertical line is the sensitivity of Fermi-LAT for sources located
in the Galactic plane [33]. It is shown that none of these bulge MSPs could
be detected as an individual source by Fermi-LAT, which means that all of
them should contribute to the diffuse emission.

We can compare the number of MSPs estimated here with that derived in
other works. Using the average luminosity of the Fermi-LAT detected MSPs,
L̄ ≈ 1034 erg s−1, Macias & Gordon estimated a number of ∼ 1000 MSPs
in order to explain the data [24]. This number should be a lower bound
because there should be more low-luminosity MSPs which are not detected.
In our work, the main contribution to the total γ-rays comes from the MSPs
with luminosities between 1033 and 1034 erg s−1 (Fig. 6). We find that the
number of MSPs in this luminosity range is about 4200 for a total number
of 13000 (L > 1032 erg s−1). If we count only the 7◦ × 7◦ box the number
becomes 2700, which is consistent with the lower limit derived in [24], given
the average luminosity is about several times smaller. However, as we have
mentioned, this number depends on how many low-luminosity MSPs there
are. There is only one MSP with luminosity below 1032 erg s−1 in the Fermi-
LAT sample, but we are not sure whether the luminosity function can extend
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Abstract

It was found in the Fermi-LAT data that there is an extended γ-ray excess
in the Galactic center region. The proposed sources to be responsible for the
excess include the dark matter annihilation or an astrophysical alternative
from a population of millisecond pulsars (MSPs). Whether or not the MSP
scenario can explain the data self-consistently has very important implica-
tions for the detection of particle dark matter, which is however, subject to
debate in the literature. In this work we study the MSP scenario in detail,
based on the detected properties of the MSPs by Fermi-LAT. We build a
model of the Milky Way MSPs which can reproduce the γ-ray properties
of the Fermi-LAT MSPs, and derive the intrinsic luminosity function of the
MSPs. The model is then applied to a bulge population of MSPs. We find
that the extended γ-ray excess can be well explained by the bulge MSPs
without violating the detectable flux distribution of MSPs by Fermi-LAT.
The spatial distribution of the bulge MSPs as implied by the distribution
of low mass X-ray binaries follows a r−2.4 profile, which is also consistent
with the γ-ray excess data. We conclude that the MSP model can explain
the Galactic center γ-ray excess self-consistently, satisfying all the current
observational constraints.

1. Introduction

It has been reported that there is an extended γ-ray excess in the Galactic
center (GC) region in the Fermi Large Area Telescope (Fermi-LAT) data
[1, 2, 3, 4, 5, 6, 7, 8]. The spatial distribution of the extended excess follows
the square of a generalized Navarro-Frenk-White (gNFW, [9, 10]) profile with
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Signal: XMM NEWTON and 3.5 keV line?

3

Dataset Exposure χ2/d.o.f. Line position Flux ∆χ2

[ksec] [keV] 10−6 cts/sec/cm2

M31 ON-CENTER 978.9 97.8/74 3.53± 0.025 4.9+1.6
−1.3 13.0

M31 OFF-CENTER 1472.8 107.8/75 3.53± 0.03 < 1.8 (2σ) . . .
PERSEUS CLUSTER (MOS) 528.5 72.7/68 3.50+0.044

−0.036 7.0+2.6
−2.6 9.1

PERSEUS CLUSTER (PN) 215.5 62.6/62 3.46± 0.04 9.2+3.1
−3.1 8.0

PERSEUS (MOS) 1507.4 191.5/142 3.518+0.019
−0.022 8.6+2.2

−2.3 (Perseus) 25.9
+ M31 ON-CENTER 4.6+1.4

−1.4 (M31) (3 dof)
BLANK-SKY 15700.2 33.1/33 3.53± 0.03 < 0.7 (2σ) . . .

TABLE I: Basic properties of combined observations used in this paper. Second column denotes the sum of exposures of individual observa-
tions. The last column shows change in∆χ2 when 2 extra d.o.f. (position and flux of the line) are added. The energies for Perseus are quoted
in the rest frame of the object.
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FIG. 1: Left: Folded count rate (top) and residuals (bottom) for the MOS spectrum of the central region of M31. Statistical Y-errorbars on the
top plot are smaller than the point size. The line around 3.5 keV is not added, hence the group of positive residuals. Right: zoom onto the line
region.

with such a large exposure requires special analysis (as de-
scribed in [16]). This analysis did not reveal any line-like
residuals in the range 3.45−3.58 keVwith the 2σ upper bound
on the flux being 7× 10−7 cts/cm2/sec. The closest detected
line-like feature (∆χ2 = 4.5) is at 3.67+0.10

−0.05 keV, consistent
with the instrumental Ca Kα line.3

Combined fit of M31 + Perseus. Finally, we have performed
a simultaneous fit of the on-center M31 and Perseus datasets
(MOS), keeping common position of the line (in the rest-
frame) and allowing the line normalizations to be different.
The line improves the fit by ∆χ2 = 25.9 (Table I), which
constitutes a 4.4σ significant detection for 3 d.o.f.

Results and discussion. We identified a spectral feature at
E = 3.518+0.019

−0.022 keV in the combined dataset of M31 and
Perseus that has a statistical significance 4.4σ and does not
coincide with any known line. Next we compare its properties
with the expected behavior of a DM decay line.

3 Previously this line has only been observed in the PN camera [9].

The observed brightness of a decaying DM line should be pro-
portional to the dark matter column density SDM =

∫

ρDMdℓ –
integral along the line of sight of the DM density distribution:

FDM ≈ 2.0× 10−6 cts

cm2 · sec

(

Ωfov

500 arcmin2

)

× (1)
(

SDM

500 M⊙/pc2

)

1029 s

τDM

(

keV

mDM

)

.

M31 and Perseus brightness profiles. Using the line flux
of the center of M31 and the upper limit from the off-center
observations we constrain the spatial profile of the line. The
DM distribution in M31 has been extensively studied (see an
overview in [13]). We take NFW profiles for M31 with con-
centrations c = 11.7 (solid line, [22]) and c = 19 (dash-dotted
line). For each concentration we adjust the normalization so
that it passes through first data point (Fig. 2). The c = 19
profile was chosen to intersect the upper limit, illustrating that
the obtained line fluxes of M31 are fully consistent with the
density profile of M31 (see e.g. [22, 24, 25] for a c = 19− 22
model of M31).

A. Boyarsky, O. Ruchayskiy, D. Iakubovskyi, J. Franse; 
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FIG. 1: Left: Folded count rate for MOS1 (lower curve, red) and MOS2 (upper curve, blue) and residuals (bottom) when the line at 3.54 keV
is not added. Right: Zoom at the range 3.0–4.0 keV.

However, significance of this results is not sufficient to con-
firm the hypothesis, they can be considered only as a success-
ful sanity checks. More results are clearly needed to preform
a convincing checking program described above.

A classical target for DM searches is the centre of our Galaxy.
Its proximity allows to concentrate on the very central part
and therefore, even for decaying DM, one can expect a sig-
nificant gain in the signal if the DM distribution in the Milky
Way happens to be steeper than a cored profile. The Galactic
Center (GC) region has been extensively studied by the XMM
and several mega-seconds of raw exposure exist. On the other
hand, the GC region has strong X-ray emission, many com-
plicated processes occur there [91–99]. In particular, the X-
ray emitting gasmay contain several thermal componentswith
different temperatures; it may be more difficult to constraint
reliably abundances of potassium and argon that in the case
of intercluster medium. Therefore the GC data alone would
hardly provide convincing detection of the DM signal, as even
a relatively strong candidate line could be explained by astro-
physical processes. In this paper we pose a different question:
Are the observations of the Galactic Center consistent with
the dark matter interpretation of 3.53 keV line of [1, 2]?

The DM interpretation of the 3.53 keV line in M31 and the
Perseus cluster puts a lower limit on the flux from the GC. On
the other hand, a non-detection of any signal in the off-center
observations of the Milky Way halo (the blank sky dataset
of [1]) provides an upper limit on the possible flux in the
GC, given observational constraints on the DM distribution in
the Galaxy. Therefore, even with all the uncertainties on the
DM content of the involved objects, the expected signal from
the GC is bounded from both sides and provides a non-trivial
check for the DM interpretation of the 3.53 keV line.

We use XMM-Newton observations of the central 14′ of the
Galactic Center region (total clean exposure 1.4 Msec). We

find that the spectrum has a ∼ 5.7σ line-like excess at ex-
pected energy. The simultaneous fitting of GC, Perseus and
M31 provides a∼ 6.7σ significant signal at the same position,
with the detected fluxes being consistent with the DM inter-
pretation. The fluxes are also consistent with non-observation
of the signal in the blank-sky and M31 off-center datasets,
if one assumes steeper-than-cored DM profile (for example,
NFW of Ref. [100]).

Below we summarize the details of our data analysis and dis-
cuss the results.

Data reduction.We use all archival data of the Galactic Cen-
ter obtained by the EPICMOS cameras [101] with Sgr A* less
than 0.5′ from the telescope axis (see Appendix, Table I). The
data are reduced by standard SAS1 pipeline, including screen-
ing for the time-variable soft proton flares by espfilt. We
removed the observations taken during theMJD 54000–54500
due to strong flaring activity of Sgr A* in this period (see
Fig. 3 in Appendix). The data reduction and preparation of the
final spectra are similar to [1]. For each reduced observation
we select a circle of radius 14′ around Sgr A* and combine
these spectra using the FTOOLS [102] procedure addspec.

Spectral modeling. To account for the cosmic-ray induced
instrumental background we have subtracted the latest closed
filter datasets (exposure: 1.30 Msec for MOS1 and 1.34 Msec
for MOS2) [103]. The rescaling of the closed filter data has
been performed to reduce to zero flux at energiesE > 10 keV
(see [104] for details). We model the resulting physical spec-
trum in the energy range 2.8–6.0 keV. The X-ray emission
from the inner part of the Galactic Center contains both ther-
mal and non-thermal components [93, 94]. Therefore, we
chose to model the spectrum with the thermal plasma model

1 v.13.5.0 http://xmm.esa.int/sas

E. Bulbul, M. Markevitch, A. Foster, R. K. Smith, M. Loewenstein, S. W. 
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ABSTRACT
We examine the claimed excess X-ray line emission near 3.5 keV with a new analysis of
XMM-Newton observations of the Milky Way center and with a re-analysis of the data on M 31
and clusters. In no case do we find conclusive evidence for an excess. We show that known
plasma lines, including in particular K XVIII lines at 3.48 and 3.52 keV, provide a satisfactory
fit to the XMM data from the Galactic center. We assess the expected flux for the K XVIII lines
and find that the measured line flux falls squarely within the predicted range based on the
brightness of other well-measured lines in the energy range of interest. We then re-evaluate
the evidence for excess emission from clusters of galaxies, including a previously unaccounted
for Cl XVII line at 3.51 keV, and allowing for systematic uncertainty in the expected flux from
known plasma lines and for additional uncertainty due to potential variation in the abundances
of different elements. We find that no conclusive excess line emission is present within the
systematic uncertainties in Perseus or in other clusters. Finally, we re-analyze XMM data for
M 31 and find no statistically significant line emission near 3.5 keV to a level greater than one
sigma.

Key words: dark matter – line: identification – Galaxy: centre – X-rays: galaxies – X-rays:
galaxies: clusters

1 INTRODUCTION

The particle nature of the dark matter, comprising most of the
gravitationally bound structures in the universe, is unknown. A
far-ranging experimental and observational program is in place
to search for non-gravitational signals that could point to a given
class of particle dark matter candidates. While weakly interact-
ing massive particles have attracted much attention, other particle
candidates remain theoretically robust and observationally viable.
Among such candidates, “sterile” neutrinos offer the appealing pos-
sibility of tying the dark matter problem to the issue of generating
a mass for the Standard Model “active” neutrinos, provide an inter-
esting warm dark matter candidate, and can be potentially associ-
ated with a mechanism to explain the baryon-antibaryon asymme-
try in the universe (see Boyarsky et al. 2009, for a recent review).

Sterile neutrinos can mix with active neutrinos, and decay,
on timescales much longer than the age of the Universe, to the
two-body final state given by an active neutrino and a photon.
The details of such process depend on the particular extension to
the Standard Model that accommodates the sterile neutrino(s) (see
e.g. Pal & Wolfenstein 1982), but the lifetime is set by a model-
independent combination of the sterile-active neutrino mixing an-

⋆ tesla@ucsc.edu
† profumo@ucsc.edu

gle θ and of the sterile neutrino mass ms of the form

τ ≃ 7.2× 1029 sec

(

10−4

sin(2θ)

)2 (

1 keV
ms

)5

. (1)

Such a decay mode produces an almost monochromatic photon sig-
nal at an energy approximately equal to half the sterile neutrino
mass. Cosmological production mechanisms and constraints from
phase-space density restrict the relevant range for the sterile neu-
trino mass to, roughly, 0.5 – 100 keV (Boyarsky et al. 2009). As a
result, the expected line from sterile neutrino two-body decays falls
in the X-ray range.

Earlier this year, Bulbul et al. (2014) claimed the existence of
an unidentified emission line at E = (3.55 − 3.57) ± 0.03 keV
from stacked XMM-Newton observations of 73 galaxy clusters with
redshift ranging between 0.01 and 0.35. The line is observed with
statistical significance greater than 3σ in three separate subsam-
ples: (i) the individual Perseus cluster; (ii) combined data for the
Coma, Centaurus and Ophiuchus clusters; (iii) all stacked 73 clus-
ters in the sample. Chandra observations of Perseus indicate a line
feature compatible with the XMM results; The line was not, how-
ever, observed in the Virgo cluster with Chandra data. Bulbul et al.
(2014) explored possible contaminations from metal lines, notably
from K and Ar, which would require however typical fluxes factors
of 10-30 larger than predicted.

Shortly after the analysis of Bulbul et al. (2014), a 3.5 keV
line was reported from XMM-Newton observations of both the
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to search for non-gravitational signals that could point to a given
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on timescales much longer than the age of the Universe, to the
two-body final state given by an active neutrino and a photon.
The details of such process depend on the particular extension to
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Such a decay mode produces an almost monochromatic photon sig-
nal at an energy approximately equal to half the sterile neutrino
mass. Cosmological production mechanisms and constraints from
phase-space density restrict the relevant range for the sterile neu-
trino mass to, roughly, 0.5 – 100 keV (Boyarsky et al. 2009). As a
result, the expected line from sterile neutrino two-body decays falls
in the X-ray range.

Earlier this year, Bulbul et al. (2014) claimed the existence of
an unidentified emission line at E = (3.55 − 3.57) ± 0.03 keV
from stacked XMM-Newton observations of 73 galaxy clusters with
redshift ranging between 0.01 and 0.35. The line is observed with
statistical significance greater than 3σ in three separate subsam-
ples: (i) the individual Perseus cluster; (ii) combined data for the
Coma, Centaurus and Ophiuchus clusters; (iii) all stacked 73 clus-
ters in the sample. Chandra observations of Perseus indicate a line
feature compatible with the XMM results; The line was not, how-
ever, observed in the Virgo cluster with Chandra data. Bulbul et al.
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from K and Ar, which would require however typical fluxes factors
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Two lines of potassium KXVIII are at 3.48 and 3.51 keV. Underestimating their amplitude 
(the density of such elements in a galactic environment) could mimic a dark matter signal.  
The authors showed that within the reasonable abundance (comparing with other more known  
concentrations like Argon) the « signal » can easily be below 1σ and mainly due to atomic 

rays of Potassium 
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Comment on the paper “Dark matter searches going bananas: the contribution of Potassium (and

Chlorine) to the 3.5 keV line” by T. Jeltema and S. Profumo
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( Dated: August 20, 2014)

We revisit the X-ray spectrum of the central 14′ of the Andromeda galaxy, discussed in our previous work [1].
Recently in [2] it was claimed that if one limits the analysis of the data to the interval 3−4 keV, the significance of
the detection of the line at 3.53 keV drops below 2σ. In this note we show that such a restriction is not justified,
as the continuum is well-modeled as a power law up to 8 keV, and parameters of the background model are
well constrained over this larger interval of energies. This allows for a detection of the line at 3.53 keV with a
statistical significance greater than ∼ 3σ and for the identification of several known atomic lines in the energy
range 3− 4 keV. Limiting the analysis to the 3− 4 keV interval results in increased uncertainty, thus decreasing
the significance of the detection. We also argue that, with the M31 data included, a consistent interpretation of
the 3.53 keV line as an atomic line of K XVIII in all studied objects is problematic.

Earlier this year, two independent groups [1, 3] reported a
detection of an unidentified X-ray line at an energy of ∼

3.53 keV in the long-exposure X-ray observations of a num-
ber of dark matter-dominated objects. The possibility that this
spectral feature may be the signal from decaying dark matter
has sparked a lot of interest in the community as the signal has
passed a number of “sanity checks” expected for a dark mat-
ter decay signal: it scales correctly between galaxy clusters,
the Andromeda galaxy, the Milky Way center and the upper
bound from non-detection in the blank sky data [1, 4], and
also between different subsamples of clusters [3]. The signal
has radial surface brightness profiles in the Perseus cluster,
Andromeda galaxy [1] and in the Milky Way [4] that are con-
sistent with our expectations about the dark matter distribution
in these objects.

Recently, the authors of [2] have argued that if one restricts
the modeling of the emission of the central part of M31 to the
energy range 3 − 4 keV, and uses a single powerlaw as a
model of the continuum, the significance of the detection of
the line at 3.53 keV in the spectrum of M31 drops below 2σ.
They also argued that when one ignores the detection in M31,
the line in the spectra of the galaxy clusters and of the Galactic
Center can be explained by an atomic transition in the K XVIII
ion, provided one also assumes both an abundance of K XVIII
and a set of physical conditions in these objects that are hard
to exclude.

In this note we show that restricting the analysis of the M31
spectrum to 3 − 4 keV is not justified. The continuum is well
modelled by a power law model up to 8 keV and the parame-
ters of this model are well constrained at this wider interval.
Limiting the analysis to 3 − 4 keV only results in increased
uncertainty and, although the flux in the 3.53 keV line is con-
sistent with the one reported in [1], the significance of its

detection is naturally smaller on the 3 − 4 keV than on the
whole 2− 8 keV interval, where the astrophysical background
is better constrained. We also argue that with the M31 data
included, the interpretation of the 3.53 keV line as a K XVIII
line in several studied objects together is problematic.

We start by repeating the analysis of [2]: we fit the M31
spectrum over the interval 3–4 keV with a single powerlaw
(in order to avoid having to model the instrumental back-
ground, we subtract it from our spectra.)1 The fit is good
(χ2 = 22.4 for 27 d.o.f.).2 The parameters of the powerlaw
are: PL index 1.65 ± 0.05 (3% relative error), and PL norm
(1.19± 0.07)× 10−3 cts/sec/cm2/keV at 3.5 keV (the rela-
tive error being 6.3%). An additional line is detected against
this continuum at energy 3.53 keV and with normalization
(2.7 ± 1.5) × 10−6 cts/sec/cm2 (less than 2σ significance,
∆χ2 = 3.4 when adding this line). Thus, we have reproduced
both the flux and the significance reported in [2].

However, once we extend the powerlaw obtained over the in-
terval 3− 4 keV to higher energies, we see that it significantly
overpredicts the count rate in all energy bins above 4 keV as
Fig. 1 demonstrates.

Let us now compare this result with the fit over the whole
interval 2–8 keV (as in Ref. [1]). The wider range of ener-
gies allows us to determine the parameters of the powerlaw

1 The spectral modeling has been performed with the X-Ray Spectral Fitting
Package Xspec [5] v.12.8.0.

2 Unlike [2] we have binned the spectrum by 60 eV (as in [1]) to make bins
roughly statistically independent. We verified that our conclusion does not
change for finer binning.
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ABSTRACT

The recent paper by Jeltema & Profumo (2014) claims that contributions from K XVIII and Cl XVII
lines can explain the unidentified emission line found by Bulbul et al. (2014) and also by Boyarsky
et al. (2014a,b). We show that their analysis relies upon incorrect atomic data and inconsistent
spectroscopic modeling. We address these points and summarize in the appendix the correct values
for the relevant atomic data from AtomDB.

1. INTRODUCTION

In a recent preprint “Dark matter searches going ba-
nanas: the contribution of Potassium (and Chlorine) to
the 3.5 keV line,” Jeltema & Profumo (2014, hereafter
JP) claim that the unidentified E ⇡ 3.55�3.57 keV emis-
sion line that we detected in the stacked galaxy cluster
spectra (Bulbul et al. 2014, hereafter B14) and Boyarsky
et al. (2014a) detected in Perseus and M31 (as well as
their more recent detection of the same line in the Galac-
tic Center, (Boyarsky et al. 2014b)) can be accounted for
by an additional Cl XVII Ly� line and by broadening
the model uncertainty for the flux of the K XVIII He-like
triplet. These transitions occur at E ⇡ 3.51 keV, close to
our unidentified line. In B14, we considered the K line
among other possibilities and concluded that it cannot
explain the new line. Here we respond to JP’s concerns,
focusing on our galaxy cluster analysis.
Specifically, JP raise three key points about the anal-

ysis in B14:

1. A possible Cl XVII Ly� line at E = 3.51 keV was
not included in our model;

2. The plasma temperatures derived from the ratios
of fluxes of S XVI, Ca XIX and Ca XX lines in the
cluster spectra are inconsistent, thus a much larger
range of temperatures must be allowed in modeling;

3. When using a wider range of possible temperatures,
and scaling from the fluxes for the S XVI, Ca XIX,
Ca XX lines reported by B14 for the Perseus clus-
ter, the total flux in the K XVIII and Cl XVII lines
can match that of the unidentified line.

They conclude that, accounting for these points, no ad-
ditional line is required by the B14 data. We address
these items below.

1.1. Atomic Data

In a study of this nature, using accurate atomic data
is vital. JP state that they have used AtomDB (Smith
et al. 2001) to calculated their line fluxes. Though they
do not cite the version, from the fact that they used the
recently added lines of Chlorine, it must be the latest
version 2.0.2 (Foster et al. 2012). However, we have been
unable to recreate the line ratios in Table 3 of JP using

AtomDB v2.0.2. In theory, these should be the fluxes
from their Table 2, multiplied by the ratio of predicted
K XVIII emissivities to that of the line in question.
We can, however, recreate their Table 3 if we use the

approximate values available in the “strong lines” option
at http://www.atomdb.org/WebGUIDE/webguide.php.
As described on that page, this option uses an approxi-
mation

✏(T ) = ✏(Tpeak)N(T )/N(Tpeak) (1)

where ✏ is the emissivity, T is the requested temperature,
Tpeak is the temperature for which the transition’s emis-
sivity is its maximum, and N is the abundance of the
ion. This approximation is intended for quick identifica-
tion of possible strong lines, as it disregards the change
in line emissivity with temperature, instead accounting
only for the relative change in ion abundance.1

Using these approximate data, we were able to recreate
the values in JP’s Table 3 exactly from the data in Ta-
ble 2, to identify exactly which lines JP included in their
flux ratio calculations, and to explain the line ratios dis-
cussed in their §3.1. The error due to the use of this
approximation can be very large for temperatures away
from the line peak emissivity temperature, as illustrated
in Fig. 1 for our four relevant lines.

1.2. Line Ratios as Temperature Diagnostics

Incorrect atomic data easily lead to incorrect conclu-
sions about the gas temperature structure based on the
observed line ratios. In particular, JP find that the ob-
served ratios of the S XVI, Ca XIX, Ca XX lines (the
lines used in B14 to estimate the K XVIII flux) indi-
cate very di↵erent plasma temperatures. (Of course, in
a single-component plasma in ionization equilibrium, all
line ratios must correspond to the same temperature.)
Therefore, they conclude that the plasma has to have
a very complex temperature structure, and so B14 were
not justified to restrict the temperature range for our es-
timates of the K XVIII flux. We will address the K line
in the next section, and here we check if the relevant line
ratios are indeed in disagreement.

1 A note that accompanies the results of every line search on that
web page further states: “The emissivities listed here are intended
only as a guide, and should not be used for analysis ... For correct
emissivities, please use the full AtomDB database.
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spectra (Bulbul et al. 2014, hereafter B14) and Boyarsky
et al. (2014a) detected in Perseus and M31 (as well as
their more recent detection of the same line in the Galac-
tic Center, (Boyarsky et al. 2014b)) can be accounted for
by an additional Cl XVII Ly� line and by broadening
the model uncertainty for the flux of the K XVIII He-like
triplet. These transitions occur at E ⇡ 3.51 keV, close to
our unidentified line. In B14, we considered the K line
among other possibilities and concluded that it cannot
explain the new line. Here we respond to JP’s concerns,
focusing on our galaxy cluster analysis.
Specifically, JP raise three key points about the anal-

ysis in B14:

1. A possible Cl XVII Ly� line at E = 3.51 keV was
not included in our model;

2. The plasma temperatures derived from the ratios
of fluxes of S XVI, Ca XIX and Ca XX lines in the
cluster spectra are inconsistent, thus a much larger
range of temperatures must be allowed in modeling;

3. When using a wider range of possible temperatures,
and scaling from the fluxes for the S XVI, Ca XIX,
Ca XX lines reported by B14 for the Perseus clus-
ter, the total flux in the K XVIII and Cl XVII lines
can match that of the unidentified line.

They conclude that, accounting for these points, no ad-
ditional line is required by the B14 data. We address
these items below.

1.1. Atomic Data

In a study of this nature, using accurate atomic data
is vital. JP state that they have used AtomDB (Smith
et al. 2001) to calculated their line fluxes. Though they
do not cite the version, from the fact that they used the
recently added lines of Chlorine, it must be the latest
version 2.0.2 (Foster et al. 2012). However, we have been
unable to recreate the line ratios in Table 3 of JP using

AtomDB v2.0.2. In theory, these should be the fluxes
from their Table 2, multiplied by the ratio of predicted
K XVIII emissivities to that of the line in question.
We can, however, recreate their Table 3 if we use the

approximate values available in the “strong lines” option
at http://www.atomdb.org/WebGUIDE/webguide.php.
As described on that page, this option uses an approxi-
mation

✏(T ) = ✏(Tpeak)N(T )/N(Tpeak) (1)

where ✏ is the emissivity, T is the requested temperature,
Tpeak is the temperature for which the transition’s emis-
sivity is its maximum, and N is the abundance of the
ion. This approximation is intended for quick identifica-
tion of possible strong lines, as it disregards the change
in line emissivity with temperature, instead accounting
only for the relative change in ion abundance.1

Using these approximate data, we were able to recreate
the values in JP’s Table 3 exactly from the data in Ta-
ble 2, to identify exactly which lines JP included in their
flux ratio calculations, and to explain the line ratios dis-
cussed in their §3.1. The error due to the use of this
approximation can be very large for temperatures away
from the line peak emissivity temperature, as illustrated
in Fig. 1 for our four relevant lines.

1.2. Line Ratios as Temperature Diagnostics

Incorrect atomic data easily lead to incorrect conclu-
sions about the gas temperature structure based on the
observed line ratios. In particular, JP find that the ob-
served ratios of the S XVI, Ca XIX, Ca XX lines (the
lines used in B14 to estimate the K XVIII flux) indi-
cate very di↵erent plasma temperatures. (Of course, in
a single-component plasma in ionization equilibrium, all
line ratios must correspond to the same temperature.)
Therefore, they conclude that the plasma has to have
a very complex temperature structure, and so B14 were
not justified to restrict the temperature range for our es-
timates of the K XVIII flux. We will address the K line
in the next section, and here we check if the relevant line
ratios are indeed in disagreement.

1 A note that accompanies the results of every line search on that
web page further states: “The emissivities listed here are intended
only as a guide, and should not be used for analysis ... For correct
emissivities, please use the full AtomDB database.
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Conclusion

From keV to multi-PeV DM, lots of fun for 
model builders 

Indirect detection seems has(z)ardous  
(just my two cents)

Neutrino wall is approaching direct detection hopes


