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Quasi-maximum likelihood estimation of Primordial 
Non-Gaussianity



Non Gaussianity





● Power spectrum

● Bispectrum modes

Data       Summary statistics



Summary statistics       Compressed statistics

● Compression to the score function (J. Alsing, B. Wandelt ; 1712.00012):

dn        tθ 

n modes of summary 
statistics

1 per parameter θ

1. Assume an approximate form for the likelihood of the summary statistics [compression equivalent to 
MOPED astro-ph/9911102 (A. Heavens, R. Jimenez & O. Lahav) ]

2. Define the compressed statistics t to be the score-function – the parameter gradient of the 
log-likelihood – evaluated at some fiducial parameter set θ*.



Summary statistics       Compressed statistics

● µ and C are the mean and the covariance of d, evaluated at the fiducial cosmology from 
simulations.

● The derivative is computed from simulations with a step Δθ away from fiducial θfid

1. This compression results in just n numbers, i.e.  the number of parameters we aim to infer 
from data. 

2. Compression to the score is optimal in the sense that it saturates the information inequality.
3. Covariance does not depend on parameters θ (score-function is equivalent to MOPED).
4. By construction the covariance of t is                                        computed at fiducial point θfid

The quasi-ML estimator of θ is thus: 



Data: N-body simulations



Quijote-PNG: Power spectrum

Coulton et al 2022 
(2206.01619)



Quijote-PNG: Bispectrum ratio NG/G



Constraints



Constraints

Coulton et al 2022 (2206.01619)



Constraints



Constraints

Independent 
constraints:



Quijote-PNG: modal bispectrum convergence



Quasi-optimality of the estimator



Summary

Conclusions:

● We prove the capability of our approach to optimally extract PNG information on non-linear scales beyond 
the perturbative regime!!

● The overall estimation procedure is unbiased and fast.
● The Gaussian likelihood assumption only leads to sub-optimality. This can be improved with neural 

networks.
● The dark matter power spectrum itself contains negligible PNG information, as expected, including it as an 

ancillary statistic increases the PNG information content extracted from the bispectrum by a factor of order 
2.

Future work:

● Extend the pipeline to include: biased tracers (dark matter halos and galaxies).
● This has already been done in Coulton et al 2022 (arXiv:2206.15450), while the accompanying paper with 

modal estimator and score function is coming soon (Jung et al 2022, in prep.)
● The halo PNG Quijote catalogues are public now (https://quijote-simulations.readthedocs.io)!!
● Account for redshift space and incomplete sky-coverage

https://arxiv.org/abs/2206.15450

