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Why do we need generators in HEP
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The need for the generation of "synthetic" data is a direct consequence of the 
scientific method:

Simulation of an experiment is the only known way to deduce and estimate 
the observable consequences of a given theoretical hypothesis

It is critical in science for various reasons

• Help define the expectation for a given observable, which is essential to design 
the experiment

• It is at the basis of statistical inference, both Frequentist and Bayesian
○ Statistical hypothesis testing in the Frequentist approach requires the knowledge of 

the outcome of theoretically infinite experiments under a given (null) hypothesis
○ Bayesian posterior inference needs marginal integrals of the posterior distribution, 

which can (almost always) only be obtained through numerical integration (sampling)



Generators and generative models
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Generator Generative model

• The PDF estimated from data is rarely known 
analytically so that sampling is usually performed 
with dedicated techniques

• Examples are
○ Normalizing flows (density estimation for free)
○ Generative Adversarial Networks (GANs)
○ Variational AutoEncoders (VAEs)
○ Autoregressive models/Transformers (GPTs)
○ Diffusion models
○ …

• Generation may be performed by directly drawing 
from the pdf (e.g. when cdf is known)

• MCMC techniques when no direct sampling is possible 
(Metropolis-Hasting, Gibbs Sampling, Affine Invariant, 
etc.)

• Examples in HEP are
○ MadGraph
○ Pythia
○ …

• Noise may be represented by Delphes, Full Detector 
Sym, etc.

An algorithm that, given a probability density function (PDF), 
can draw samples from it. The PDF may be known or unknown 
and there may be additional random noise in the generation 
process.

A model that learns the underlying PDF from some (train) 
data. The parameters determining the PDF are not known a 
priori but are extracted (fit) through the training process.



Why do we want generative models?
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• No generator exists

Almost all commercial applications fall in this category 
(content creation, chatbots, machine translation, etc)

• Generator exists but is too slow/inefficient

Almost all HEP applications. One may aim at two different 
results
❏ Increase speed at fixed statistics
❏ Increase statistics at fixed sampling time
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• No generator exists

Almost all commercial applications fall in this category 
(content creation, chatbots, machine translation, etc)

• Generator exists but is too slow/inefficient

Almost all HEP applications. One may aim at two different 
results
❏ Increase speed at fixed statistics
❏ Increase statistics at fixed sampling time
✓
✗

* *with some caveats



Generator

• Unbiased sampling is possible (either through "exact" methods or MCMC)
• Statistics may be increased to reduce statistical uncertainty

• Example: Gaussian model with zero mean and unit variance (simplest possible generator)

Statistical augmentation: generator

…sample more… …sample more…
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Sample



• Sampling is conditioned on the train data

• Even though statistics increases, the uncertainty does not decrease for 
• Example: Gaussian model fit to 100 points: population mean/variance are the best unbiased 

estimators of the mean/variance (simplest possible generative model, can even be sampled exactly!)

Statistical augmentation: GM

…sample… …sample more…
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Generative model

Sample/Train
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In practice it is even worse!
We now have an upper limit on the "fidelity" that a Generative Model can have:

Samples generated by the best possible Generative Model 
are indistinguishable from samples generated by a generator 

built from the true underlying model within a statistical 
uncertainty determined by the size of the training sample

Reality is different and is affected by several effects:
● Data modeling: underlying model is generally not known
● Training efficiency: depending on the architecture, number of parameters, structure of 

the Generative Model, training, which usually is a numerical optimization task, may not 
yield the best result

● Hyperparameters: optimization of the GM may be difficult due to several 
hyperparameters on which it depends

● Noise in train data: data may contain further noise that "fool" the training procedure
● …
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How do we evaluate fidelity of GMs?
This question obviously depends on some other questions: 
● which level of precision do we need?
● on which observable do we need such precision?

The level of precision required in scientific applications is 
usually far above the one required in commercial ones!

A common strategy is to perform two-sample hypothesis testing

The approach depends on the information we have:
1. Both the generator and the GM PDFs are known (as for the Gaussians models)
2. PDFs are not known but we can generate both with some original generator 

and with the GM
3. We have a finite sample from the original distribution and can only draw 

samples with the GM
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Two-sample hypothesis testing
Data: Hypothesis:

Test statistic: Observation:

Threshold:

p-value/Z-score:

● Depending on the scenario the null distribution is computed with different techniques: 

Monte Carlo, re-sampling, etc.

● Two-sample tests are usually symmetric in p and q; adapting to a goodness-of-fit testing 

framework we turn p into a reference and q into an alternative (asymmetric test)

New hypothesis:



● Non-parametric two-sample testing beyond 1D is an open problem in 

statistics, due to the curse of dimensionality (volume grows exponentially, data 

become sparse, and tests loose power)

● Whenever available, (log-)Likelihood-ratio (LLR) is the most powerful test 

thanks to the Neyman-Pearson lemma (obviously LLR is a parametric test)

● Tests based on classifiers (Neural Networks, Kernel Methods, etc.) can 

approximate the LLR when it is not known (see A. Wulzer talk)

● Our goals are

○ Introduce a methodology to test tests 

○ Test performance of efficient metrics based on 1D integral probability 
measures (IPMs) such as Wasserstein Distance or KS test

○ Compare with existing multivariate metrics
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Our approach
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The metrics
Sliced Wasserstein distance (SW)

Dimension averaged KS test (KS)
__

Sliced KS test (SKS)

Maximum Mean Discrepancy (MMD)

Fréchet Gaussian Distance (FGD)

Log Likelihood Ratio (LLR)
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Our methodology
● Start from reference p, and use it to compute the null distribution

● Define an alternative q by deforming p with well defined deformations 

depending on a single parameter 𝜀
● Since tests have very different performance for different sample size and 

deformation do not compare them at fixed 𝜀, but at "fixed precision"

● In other words, build a meaningful comparison close to a decision boundary (in 

the same region of the null distribution)

● For each deformation and sample size, compute the value of 𝜀 excluded at 

some Confidence Level by each metric
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Optimization problem
Given a value of the CL 1-𝛼, there are two different optimization problems 

depending on whether the test is parametric or not

1. For non-parametric tests the null hypothesis does not depend on the 

alternative (deformed) distribution, and therefore on 𝜀

2. For parametric (LLR) test, also the null hypothesis depends on the alternative 

distribution, and therefore on 𝜀

All tests have been performed for 95% and 99% CL and for varying sample size
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Distributions/deformations
Toy distributions Physics Datasets

● d dimensional multivariate Correlated Gaussians 
(CG) - d = 5, 20, 100 

● mixture of q components d dimensional 
multivariate Gaussians (MoG) - (d,q) = (5,3), (20,5), 
(100,10)

   N = 10K, 20K, 50K, 100K with Monte Carlo

● JetNet gluon dataset with jet level features
● JetNet gluon dataset with (30) particle level 

features
   N = 10K, 20K, 50K with re-sampling

Deformations
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Toy models: null distributions

Mixture
of 

Gaussians

● MoG
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Toy models: deformations
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Toy models: deformations
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Toy models: results



Riccardo Torre Generative models: their evaluation and their limitations 18

JetNet datasets: deformations
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JetNet jet features: results
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JetNet particle features: results
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Full results
● TensorFlow2 code

https://github.com/TwoSampleTests/GMetrics

● Code and results for toy models: 

https://github.com/TwoSampleTests/GenerativeModelsMetrics

● Code and results for JetNet datasets: 

https://github.com/TwoSampleTests/JetNetMetrics  

https://github.com/TwoSampleTests/GMetrics
https://github.com/TwoSampleTests/GenerativeModelsMetrics
https://github.com/TwoSampleTests/JetNetMetrics
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Summary
● Generative models can replace generators only under specific assumptions

● Being able to evaluate the fidelity of generative models, especially in high 

dimensionality, is crucial

● We made a step forward defining novel simple and efficient metrics/tests

● We introduced a statistically robust methodology to compare metrics/tests

● We have validated our procedure on several datasets, both using Monte Carlo 

methods (when the PDFs are known) and resampling methods (when only 

numerical samples are available)

● We found that simple and efficient (highly parallelizable) extensions of 1D 

metrics show comparable performance to more complicated multivariate 

metrics
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